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High pressure differential scanning calorimetry: Aspects of calibration
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Abstract

A high pressure differential scanning calorimeter (HP-DSC) based on an original design of Höhne and co-workers has been constructed at
the University of Aberdeen to allow the characterisation of the thermal behaviour of materials under pressure in both fundamental and techno-
logical research areas, for example, in the offshore and pharmaceutical industries. The HP-DSC is equipped with an autoclave using silicone
oil as the pressurising medium and may be operated in a temperature range from 20 ◦C to 300 ◦C at pressures from 0.1 MPa to 500 MPa and
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ith various heating and cooling rates (from 0.5 K min−1 to 20 K min−1). For calibration purposes, the pressure dependence of the melting tem-
eratures and associated enthalpy changes of both indium and tin have been investigated and compared to the data obtained by Höhne and
o-workers for indium and from other published data in the literature for tin. From the heat flow calibration, a dimensionless enthalpy correc-
ion factor Rcorr(p) has been determined which may be used to correct the measured enthalpy values over the whole temperature range and for
ny given pressure value. Likewise a calibration diagram has been constructed from the temperature calibration over the full range of pres-
ure up to 500 MPa to allow the corrected temperature to be determined from the measured temperature for a thermal event occurring at any
ressure.

2006 Elsevier B.V. All rights reserved.
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. Introduction

Differential scanning calorimetry is the most widely used
hermal analytical technique, but is used almost exclusively
nder ambient pressure conditions. Indeed commercial “high
ressure differential scanning calorimeters” (HP-DSC) operate
t rather moderate pressures of up to 40 MPa. The characterisa-
ion of the thermal behaviour of materials under high pressure is,
owever, clearly of both fundamental and technological impor-
ance. In the offshore industry, for example, temperatures of
00 ◦C and pressures of 200 MPa are routinely encountered. It
s important therefore to be able to measure important material
arameters under such conditions.

To address this surprising omission in available instrumenta-
ion, some 15 years ago Höhne designed and built a high pressure
ifferential scanning calorimeter [1,2] and used it to charac-
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terise a number of polymeric materials [2–9]. Other techniques
developed later or used more recently to characterise materials
under pressure include pressure differential scanning calorime-
try (PDSC) [10,11] and high pressure MicroDSC [12], though
the maximum pressure available from these techniques is in
the range 3–40 MPa, high pressure differential thermal analysis
[13], high pressure dielectric spectroscopy [14–17] and scan-
ning transitiometry or PVT scanning calorimetry [18–22], PVT
experiments [23–25] and conductivity measurements [26–30],
while studies have also been made at ambient pressure, for exam-
ple, by DSC, on samples prepared under high pressure [31–34].

HP-DSC is both a fast and, after careful calibration, accurate
method which provides complementary and important infor-
mation to these techniques and hence we have constructed a
HP-DSC in Aberdeen based on Höhne’s design.

This paper briefly reviews the design of the new HP-DSC sys-
tem and presents, for the first time, the whole procedure needed
to calibrate the instrument carefully. This necessarily includes a
precise measurement of the pressure dependence of the melting
temperatures and associated enthalpy changes of both indium
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Fig. 1. Schematic cross-section drawing of the autoclave and of one of the
furnaces showing: (a) the autoclave body, (b) end cap, (c) plugs containing
(d) leads through, (e) silicone oil, (f) screw caps, (g) oil entry, exit and pressure
transducer locations, (h) platinum resistance heater, (i) sensor windings on silver
former, (j) sample in aluminium crucible, (k) glass ceramic housings with leads
through and with holes on the bottom for oil entry and on the top for oil and
air escape and (l) furnace lid with holes in the left-hand side ceramic housing;
there is an identical reference furnace, in reverse, in the right-hand side ceramic
housing. In this drawing, only the sample furnace is shown on the left-hand side
screw cap.

and tin and we compare these data to those obtained by Höhne
et al. [35].

2. Experimental

The design of our HP-DSC apparatus is based upon that
developed by Blankenhorn and Höhne [1] and Höhne [2] (Fig. 1).
The HP-DSC operates on the power compensation principle,
making use of a Pyris Diamond DSC (Perkin-Elmer), and is
equipped with an autoclave which can be pressurised by means

of a hand-operated spindle pump, with silicone oil as the pres-
surising medium (Fig. 2). The complete high pressure system,
including the autoclave (Fig. 2(j)), the spindle pump (Fig. 2(d)),
high pressure lines, valves and transducers (Fig. 2(e–h)), was
provided by SITEC-Sieber Engineering AG. The HP-DSC head
consists of two self-contained silver furnaces located within
ceramic housings (Fig. 1(k)), which themselves closely fit within
the autoclave (Fig. 1). The furnaces were constructed by the
Eindhoven University of Technology, with platinum wire wind-
ings for both the heaters and sensors (Fig. 1(h and i), respec-
tively) to match the resistance of the Pyris DSC cell, and with
leads through the autoclave closing caps (Fig. 1(b–d)) to the
Pyris control system. The platinum wires were insulated from
each other and from the silver furnaces by means of ceramic
glue.

Using a branched silicone oil of approximately 100 mPa s
viscosity (Wacker-Chemie GmbH Wacker® AS 100), the HP-
DSC may be operated in a temperature range from 20 ◦C to
300 ◦C at pressures from 50 MPa to 500 MPa and with various
heating and cooling rates (from 0.5 K min−1 to 20 K min−1). The
actual pressure value within the autoclave is measured using a
pressure transducer (Figs. 1(g) and 2(h)) close to the reference
cell and connected to a data logger (Fig. 2(p)). Using the data
logger leads to a relative uncertainty of 0.75% on the measured
pressure value over the whole pressure range.

The hydrostatic pressure is transmitted to the sample inside
t
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s DSC,
ig. 2. Schematic presentation of the system showing: (a) oil reservoir, (b) ba
alves, (g) high pressure isolator valve, (h) pressure transducers, (i) digital press
ensors and heaters, (m) electrical leads to the electronic board of the DSC, (n)
he ceramic housing through holes in the ceramic housing
Fig. 1(k)) and inside the furnace through holes in the furnace
id (Fig. 1(l)). Thus, the sample (Fig. 1(j)) is completely sur-
ounded by the pressurising medium but is encapsulated air-free
n sealed aluminium crucibles to avoid contact with the pres-
urising medium (Fig. 1(j)). In operation, the ceramic housings
re placed within the autoclave with their axes horizontal, and
he furnace therefore has a lid (Fig. 1(l)) which screws down onto
he crucible, ensuring that it is firmly located within the silver

e, (c) prime pump, (d) high pressure spindle pump, (e) pump valve, (f) bleed
isplay unit, (j) autoclave, (k) electrical connection box, (l) electrical leads from
(o) computer and (p) data logger.
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furnace and that good thermal contact is made. The heater and
sensor are well insulated on the outside of the furnace (Fig. 1(h
and i), respectively); however, because of the excellent thermal
conductivity of the silver, any thermal event in the sample will
be recorded rapidly by the sensor with a corresponding rapid
change in the power delivered to the heaters in order to maintain
the programmed temperature, with unavoidable but small heat
transfer to the surrounding oil [1,2]. The time constant of the
cell is comparable to that of the platinum furnace used in the
Perkin-Elmer DSC.

All calibration measurements were made on samples of about
18 mg using a non-calibrated HP-DSC. The heat (enthalpy) cal-
ibration was made only with indium for which the pressure
dependence of both the melting temperature and the heat of
fusion has been determined by high pressure dilatometry and
high pressure differential scanning calorimetry leading to the
best value estimation [35].

For the two-point temperature calibration over the given
range of pressures, both indium and tin standards were used
because the pressure dependence of their melting temperature
has been determined for both [35–37]. In the temperature cali-
bration experiments using indium (or tin), a sample of indium
(or tin) was placed in both the sample and reference cells to
determine the necessary correction for both cells. As will be
seen, this allows online calibration to be performed during any
subsequent experiment.
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clearly. It should also be noted that the curves have been arbi-
trarily shifted by a small amount in the y-direction for clarity.
In this figure, and in all the following figures showing HP-DSC
heating scans, temperatures correspond to the measured sample
temperatures and have not been calibrated.

Fig. 3 shows that the measured melting temperature clearly
increases with pressure while the measured heat of fusion (peak
area) is much less pressure dependent.

According to Höhne et al. [35], the best value for the pressure-
dependent heat of fusion of indium may be estimated from their
own results together with those from thermodynamic calcula-
tions assuming a pressure-independent entropy of fusion, and
they give the following equation for what is referred to here as
the reference heat of fusion of indium, �fusH

In
ref:

�fusH
In
ref (J g−1) = [�fusH

In
0,ref (J g−1)] + [(3.3 ± 2)

× 10−3 (J g−1 MPa−1)] · [p (MPa)] − [(2.6 ± 2)

× 10−7 (J g−1 MPa−2)] · [p (MPa)]2 (1)

where �fusH
In
0,ref = 28.62 ± 0.11 J g−1 is taken as the best value

for the heat of fusion of indium at normal pressure and p is the
pressure. The given standard deviations were defined from the
best value estimation of the pressure dependence of the heat of
fusion of indium. This leads to an uncertainty of 1.1 J g−1 for
t
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. Results and discussion

.1. Heat calibration

The first set of HP-DSC heating scans using just one indium
ample in the sample cell is shown in Fig. 3. These scans were
erformed from 35 ◦C to 220 ◦C at 10 K min−1 at pressures from
pproximately 50 MPa to 400 MPa, though only parts of the
omplete scans are shown in order to separate the curves more

ig. 3. HP-DSC heating scans at 10 K min−1 and for various pressures obtained
ith one indium sample placed in the sample cell of the non-calibrated calorime-

er. Note that only parts of the complete scans from 35 ◦C to 220 ◦C are shown
ere and that the curves have been arbitrarily shifted in the y-direction for clarity.
he enthalpy of fusion of indium at 500 MPa.
The measured heat of fusion (determined from Fig. 3) is plot-

ed as a function of pressure in Fig. 4, together with the best
alue function of Höhne et al. [35]. A least-squares fit to our
ata gives:

�fusH
In
meas (J g−1) = [�fusH

In
0,meas (J g−1)] − [(2.7 ± 1.9)

× 10−3 (J g−1 MPa−1)] · [p (MPa)] − [(1.6 ± 4)

× 10−6 (J g−1 MPa−2)] · [p (MPa)]2 (2)

ig. 4. Variation of the measured enthalpy of fusion of indium with pressure.
he dashed line represents a least-squares fit to the data obtained from Fig. 3; the

ull line represents the best value data from Höhne et al. [35]. A dimensionless
nthalpy correction factor Rcorr (or calibration factor) is calculated from the ratio
f these two curves.
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for the pressure dependence of the measured heat of fusion
�fusH

In
meas of indium in our non-calibrated system, with

�fusH
In
0,meas = 23.62 ± 0.20 J g−1, the extrapolated measured

value of the heat of fusion of indium at normal pressure and
where p is the pressure. The standard deviations were defined
from the least-squares fit procedure and then lead to a maxi-
mum uncertainty of 2.0 J g−1 for the measured heat of fusion of
indium at 500 MPa. It can be seen from Fig. 4 that the heat of
fusion of indium is rather independent of pressure.

The ratio of the reference and measured heat of fusion from
Eqs. (1) and (2), respectively, provides a dimensionless enthalpy
correction factor Rcorr(p) which may be determined for each
pressure value. Then Rcorr(p) is simply given by:

Rcorr(p) = �fusH
In
ref(p)

�fusH In
meas(p)

(3)

Fig. 5 shows a plot of Rcorr(p) over the available range of pressure
with a maximum uncertainty of 0.18 at 500 MPa.

This correction factor must be applied to all the measured
peak area values over the temperature range used and at any
given pressure to obtain a corrected enthalpy value �fusHcorr(p)
using:

�fusHcorr(p) = Rcorr(p) · �fusHmeas(p) (4)

The pressure dependence of the heat of fusion for tin has not
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Fig. 6. Variations with pressure of the measured extrapolated onset temperature
of the endothermic melting peak for a sample of indium in the sample cell (�),
of the measured temperature of the maximum of the “exothermic” melting peak
of a sample of indium placed in the reference cell (�) and of the difference in
temperature between these two temperatures, �T (♦). The lines are drawn as a
guide to the eye.

The HP-DSC heating scans obtained at 10 K min−1 for pres-
sures from 50 MPa to 400 MPa for indium (second set) and tin
are not shown here but (as observed in Fig. 3 for the endothermic
peak) both peak temperatures increase on increasing the pres-
sure, but in such a way that the difference between the exother-
mic peak temperature, for the sample placed in the reference cell,
and the extrapolated onset temperature of the endothermic peak,
for the sample placed in the sample cell, �T, remains constant
(Fig. 6).

The dependence on pressure of the measured melting tem-
perature (i.e. the extrapolated peak onset temperature from the
sample cell) for indium and tin in the non-calibrated DSC is plot-
ted in Figs. 7 and 8, respectively, together with the best value
data obtained by Höhne et al. for indium [35] and the average
of literature data for tin [36,37]. In Fig. 7, it can be seen that

F
T
s
r

een reported, but as the heat of fusion of indium is much better
nown than the respective values for tin, there is no need to
easure the pressure dependence of the heat of fusion of tin for

he calibration of our power compensated DSC.

.2. Temperature calibration

For temperature calibration, for both indium and tin stan-
ards, one sample was placed in the sample cell and another one
n the reference cell, to calibrate both the sample and the refer-
nce cells and allow the possibility of verifying the temperature
alibration online in any further investigations.

ig. 5. Variation of the dimensionless enthalpy correction factor Rcorr with pres-
ure.
ig. 7. Variation of the measured melting temperature of indium with pressure.
he dashed line represents a least-squares fit to the data obtained from the first
et of experiments (Fig. 3) and from the second set of experiments; the full line
epresents the best value data from Höhne et al. [35].
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Fig. 8. Variation of the measured melting temperature of tin with pressure. The
dashed line represents a least-squares fit to the data; the full line represents a fit
function for the data from McDaniel et al. [36] and Sandrock [37].

the measured melting temperatures obtained for indium from
two different sets of experiments (first set and second set) in the
non-calibrated DSC are highly reproducible. Our measured data
follow the same general behaviour as those obtained by Höhne
et al. [35] for indium, and by McDaniel et al. [36] and San-
drock [37] for tin, though the both non-calibrated sets of data
differ from the literature values. These deviations, as well as the
difference observed for the pressure dependence of the heat of
fusion of indium (Fig. 4), can be attributed to a number of pos-
sible factors (for example: small deviations of the resistances of
the heater and sensor wires of the furnaces, unavoidable asym-
metries between the cells, heat leakage from the furnaces to the
surroundings, influence of pressure on the heating rate or on
the thermal lag between the controlled furnace temperature and
the sample temperature, etc.), but are also dependent on sam-
ple mass and heating rate; this justifies the need for a careful
calibration of such a calorimeter.

For the pressure dependence of the melting temperature (Tfus)
of indium, Höhne et al. [35] again give a best value estimation,
being the average of their own experimental data and that of
other workers, and including both dilatometric and calorimetric
results. This best value estimation may be written:

T In
fus(p) (K) = [T In

fus,0 (K)] + [(0.0507 ± 0.0030) (K MPa−1)]

·[p (MPa)] (5)

w
f
g
m

D

w
m

pressure. The estimated standard deviation defines the limits of
our fit and leads to a maximum uncertainty of 0.1 K at 500 MPa.

For the pressure dependence of the melting temperature (Tfus)
of tin, the following empirical temperature–pressure function
was determined using the literature data [36,37]:

T Sn
fus(p) (K) = [T Sn

fus,0 (K)] + [(0.0324 ± 0.0025) (K MPa−1)]

·[p (MPa)] − [(1.45 ± 4.86) × 10−6 (K MPa−2)]

·[p (MPa)]2 (7)

where T Sn
fus,0 = 505.08 K, the fixed melting point of the ITS-90

for tin at normal pressure [38], and p is the pressure. The standard
deviations were defined from this best value estimation and lead
to a maximum uncertainty of 2.5 K at 500 MPa for the literature
data.

Applying a regression function to our tin data from the non-
calibrated DSC gives:

T Sn
fus,meas(p) (K) = [T Sn

0,meas (K)] + [(0.0158 ± 0.0006)

(K MPa−1)]·[p (MPa)] − [(10.11 ± 1.32)

× 10−6 (K MPa−2)] · [p (MPa)]2 (8)

where T Sn
0,meas = 507.63 ± 0.05 K, the extrapolated measured

melting temperature for tin at normal pressure, and p is the pres-
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here T In
fus,0 = 429.75 K, the fixed melting point of the ITS-90

or indium at normal pressure [38], and p is the pressure. The
iven standard deviation defines the limits of this best value esti-
ation and leads to a maximum uncertainty of 1.5 K at 500 MPa.
The best fit line for our measurements with the non-calibrated

SC (Fig. 7) gives:

T In
fus,meas(p) (K) = [T In

0,meas (K)]

+ [(0.0333 ± 0.0002) (K MPa−1)] · [p (MPa)] (6)

here T In
0,meas = 432.64 ± 0.04 K, the extrapolated measured

elting temperature for indium at normal pressure and p is the
ure. Again the standard deviations were defined from the best
alue estimation and then lead to a maximum uncertainty of
.6 K at 500 MPa for the measured melting temperature of tin.

Whatever the measured deviations from the theoretical
emperature–pressure functions are, Eqs. (5) and (6) for indium
nd Eqs. (7) and (8) for tin allow us to determine the proper
emperature correction for our system (�Tcorr), defined as the
eference temperature minus the measured temperature at each
ressure for both indium and tin, where the reference values are
efined by Eqs. (5) and (7) for indium and tin, respectively. This
hen permits the construction of a calibration diagram in which
he �Tcorr values are plotted against the measured temperature
or both indium and tin, for pressures from 50 MPa to 500 MPa,
s is shown in Fig. 9. In this figure, a linear relationship between
he temperature correction and the measured temperature has
een assumed, as is usual for two point calibration, to enable an
xtrapolation to be made over a wider temperature range. For
he temperature correction, a maximum uncertainty of 1.6 K at
00 MPa has been calculated from Eqs. (5) and (6) from the
ndium values. For tin, the maximum uncertainty for the correc-
ion is larger, namely 3.1 K at 500 MPa.

Then, to calculate the corrected temperature from the mea-
ured temperature Tmeas for a given pressure, we use the linear
orrection field shown in Fig. 9 describing the variation of the
emperature correction with the measured temperature for that
articular pressure value. The corrected temperature (Tcorr) is
hen calculated using:

corr(p, T ) = Tmeas(p, T ) + �Tcorr(p, T ) (9)

he overall uncertainty of the corrected temperatures is within
he range 1–4 K depending on temperature and pressure.
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Fig. 9. Plot of the temperature correction as a function of the measured tem-
perature (see text) for different pressure values: (©) indium data and (�) tin
data.

As noted already, a small indium sample may be placed in
the reference cell to verify the temperature calibration online,
and then Eq. (9) may be rewritten as:

Ttrue(p) = Tmeas(p) + �Tcorr(p, T ) + �Tobs (10)

where �Tobs is the difference observed between the maximum
temperature of the “exothermic” melting peak of indium mea-
sured on any HP-DSC curve at any pressure value and the max-
imum temperature of the “exothermic” melting peak of indium
for the same pressure value (since the difference between the
maximum temperature of the “exothermic” melting peak and
the onset temperature of the endothermic melting peak has been
found to be pressure independent; Fig. 6).

It should be noted that this “online” verification procedure
is not always appropriate and its application depends on the
temperature range investigated and on whether thermal events
are expected to occur in the temperature region of the indium
melting.

Furthermore, under ideal circumstances, �Tobs will be zero.
If it deviates significantly from zero, this implies that the cali-
bration procedure based upon the derivation of the temperature
correction �Tcorr would need to be repeated.

4. Conclusions
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endothermic melting peak for a sample of indium in the sample
cell and the temperature of the maximum of the “exothermic”
melting peak of a sample of indium placed in the reference cell
remains essentially constant for all pressures. We describe this
as an “online” calibration check.

To complete the calibration procedure, the heat calibration
has been performed to determine a dimensionless enthalpy cor-
rection factor Rcorr(p) which may be used to correct all the
measured enthalpy (peak area) values in our temperature range
to provide a corrected enthalpy value at any given pressure value
�Hcorr(p).
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